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Beginning of process



Credit Stephen Bach, former post-doc at Stanford, now at Brown CS

Giant corpus from web

Informative Question 
Answering Datasets

Preference Data

*we’ll talk a bit more about data!



The broader point is: these models are not 
optimized to act like people. 



The broader point is: these models are not 
optimized to act like people. 

* some researchers are trying to retrain models such that they are trained to predict behavior, 
but this is still early work!



“Humanlike behaviors”
• Next token prediction is somewhat unintuitive 

• So in order for LLMs to be useful products, their behaviors should be 
more recognizable to the average person 

• The jump from gpt-3 to ChatGPT: instruction tuning 

• completion vs chat 

• The system is humanlike* 
 
* but always follows instructions



“Humanlike behaviors”
• But we don’t want to “talk” to any random person 

• Our assistant should be knowledgeable, friendly, helpful, etc. 

• Hence, RLHF 

• The system is humanlike* 
 
* but always follows instructions, always knows the “answer”, is friendly…
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What kind of data do models like ChatGPT use?

• Data scraped from the web (e.g., Wikipedia, Reddit) 

• Q&A, informational data 

• RLHF data (e.g., paired rankings on quality of certain responses)



These data sources limit what we can do…

• For some tasks, simulations might 
be more appropriate (e.g., tasks 
that emulate online dynamics or 
are primarily “knowledge based"), 
since that is closer to the training 
data 

• Other tasks (e.g., tasks that require 
physical dynamics) do not translate 
well from the LLM paradigm



These data sources limit what we can do…



What was in the reading?



These data sources limit what we can do…



These data sources limit what we can do…



These data sources limit what we can do…



What other data sources do you think would affect the realism of agents?



Lecture Roadmap:

LLM Training 🤔 Training Data 📈 Running Inference 🏃 Validation ✔ Reliance 👀

How do the ways (e.g., RLHF) 
in which models are trained 
affect the behaviors of 
agents?

What have these models 
learned? From where? How 
does this limit the accuracy 
of our agents?

How does the stochasticity 
and memorization of models 
affect accuracy? How do the 
architectures of the agents 
affect things?

Given the outputs of 
simulations, how might we 
validate them? How do we 
know what to trust?

How much trust should we 
put into the results of 
simulations? What happens if 
we put too much trust?



Replication?



Replication crisis?





Simulation robustness

• When creating agents for simulations, it’s tempting to use human 
behavior metaphors for sensemaking 

• But three behaviors unique to language models make this a bad idea: 

• Prompt sensitivity  

• Stochasticity 

• Memorization 

• Two approaches to identify and measure: perturb and iterate



Perturb

 Dimension  Probe

 Protocol  Expand study conditions trivially

 Language  Rewrite prompts while preserving semantics

 Settings  Iterate over hyperparameters, model versions

 Format  Alter input/output formatting, digits, newlines

 Strategy  With(out) chain-of-thought, preamble elements



Iterate

• Prompt draws from a (hidden) population 

• Many draws produce a (simulated) sample 

• Many samples produce a sampling distribution



Prompt sensitivity















Stochasticity





Stochasticity
• Distributions of predicted tokens can differ from 

actual frequency of human text/behavior 

• It’s fine for one decision to cascade down, but 
distributional misalignment causes errors 

Some threats here: 

• Researchers might obtain a statistically 
improbable outcome and report it as a success 

• Replication becomes impossible

figure from: Forcing Diffuse Distributions out of Language Models, Zhang et al. 2024. https://arxiv.org/pdf/2404.10859v1



No stochasticity?

Danica Dillion, Niket Tandon, Yuling Gu, and Kurt Gray. 2023. Can AI language models replace human participants? Trends in Cognitive Sciences 27, 7 (July 2023).



Memorization



Memorization
You are shown a set of four cards placed on a table, each of which has a 
number on one side and a letter on the other side.  
The visible faces of the cards show A, K, 4, and 7. 
 
Q: Which cards must you turn over in order to test the truth of the 
proposition that if a card shows a vowel on one face, then its opposite face 
shows an even number?

Marcel Binz and Eric Schulz. 2023. Using cognitive psychology to understand GPT-3. Proceedings of the National Academy of Sciences 120, 6 (Feb. 2023)



Memorization
You are shown a set of four cards placed on a table, each of which has a 
number on one side and a letter on the other side.  
The visible faces of the cards show A, K, 4, and 7. 
 
Q: Which cards must you turn over in order to test the truth of the 
proposition that if a card shows a vowel on one face, then its opposite face 
shows an even number? 

• A (modus ponens — affirming the antecedent) 

• 7 (modus tollens — denying the consequent)



Memorization
You are shown a set of four cards placed on a table, each of which has a 
number on one side and a letter on the other side.  
The visible faces of the cards show A, K, 4, and 7. 
 
Q: Which cards must you turn over in order to test the truth of the 
proposition that if a card shows a consonant on one face, then its opposite 
face shows an odd number? 



Memorization
Vowel and even number: 75% 

Consonant and odd number: 9% 

• Replication studies use canonical instruments, introducing a confound 

• Can’t definitively prove memorization, but there are many similar cases 
where the well-known version of some stimulus has better results 
 
 
 
 



Brief side note on architecture…

• The architecture of the agents also really 
affects things! 

• We saw this in A1, when we implemented 
retrieval and memory. What if we hadn’t 
implemented this? The agents would surely 
have not been able to answer questions 
correctly! 

• There’s been architectures like the ones 
shown in class (e.g., from Generative Agents) 
but people will still experiment with this!
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Validation!



Validation!

As we went over in lecture 7, 

Believability ≠ accuracy



Validation!

How do we validate human behaviors that we want these agents to emulate?



Validation!

How do we validate human behaviors that we want these agents to emulate? 

Reasonable next step: replication of trustworthy and known findings!*



Replication



But how do you validate things that are 
completely new?



A motivating example…



Engagement-based Reverse chronological



What would you expect to happen?



Engagement-based Reverse chronological
• 73% more time spent than the average U.S. facebook user 
• 107% more time spent than the average U.S. Instagram user

• 37% more time than the average U.S. facebook user 
• 84% more time spent than the average U.S. Instagram 

user 
• Facebook users spent 17% more time on Instagram as a 

result of the intervention 
• Instagram users spent on 36% more time on TikTok and 

36% more on YouTube as a result of the intervention



Engagement-based Reverse chronological
• Intervention had more content from groups 

and pages, rather than friends on Facebook 
• Intervention had less content from Mutual 

follows, rather than follows, on Instagram



Engagement-based Reverse chronological

• 13.5% of content is political on Facebook 
• 20.7% of content is from cross-cutting sources on 

Facebook 
• 53.7% of content is from like-minded sources on 

Facebook 
• 22.6% of content is from moderate sources on Facebook

• 15.5% of content is political on Facebook 
• 18.7% of content is from cross-cutting sources on 

Facebook 
• 48.1% of content is from like-minded sources on 

Facebook 
• 30.9% of content is from moderate sources on Facebook





“It is possible that such downstream effects require a more sustained intervention period…” 

“Our results may also have been different if this study were not run during a polarized election campaign 
when political conversations were occurring at relatively higher frequencies, or if a different content-
ranking system were used as an alternative to the status quo feed-ranking algorithms.” 

“It is possible that the effects of algorithms could be more pronounced in settings with fewer 
institutionalized protections (for example, a less-independent media or a weaker regulatory 
environment).” 

“Last, the change to the Chronological Feed affected many aspects of users’ experiences on Facebook, 
Instagram, and beyond... These factors may in turn have affected each other and have had differing 
effects on political attitudes, knowledge, and behaviors, so that in aggregate we did not observe 
discernible changes.”



“It is possible that such downstream effects require a more sustained intervention period…” 

“Our results may also have been different if this study were not run during a polarized election campaign 
when political conversations were occurring at relatively higher frequencies, or if a different content-
ranking system were used as an alternative to the status quo feed-ranking algorithms.” 

“It is possible that the effects of algorithms could be more pronounced in settings with fewer 
institutionalized protections (for example, a less-independent media or a weaker regulatory 
environment).” 

“Last, the change to the Chronological Feed affected many aspects of users’ experiences on Facebook, 
Instagram, and beyond... These factors may in turn have affected each other and have had differing 
effects on political attitudes, knowledge, and behaviors, so that in aggregate we did not observe 
discernible changes.”

This is something 
really hard to validate!





We would like to run similar experimental 
designs to try and uncover potential 
reasons as to why the Facebook feed 

study didn’t work as expected. 



We would like to run similar experimental 
designs to try and uncover potential 
reasons as to why the Facebook feed 

study didn’t work as expected. 

But we need to be able to trust the results!



Believable

Realistic

Real

Many LLM outputs are believable — 
realism can’t necessarily be ruled out}

When simulations align with real outcomes}

The outcomes simulations aim to reflect}



Since there is 
no validation without ground truth, 
generative agent-based modeling 
has threats to epistemic validity.

Vasconcelos and Zou et al 2024
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Since there is 
no validation without ground truth, 
generative agent-based modeling 
has threats to epistemic validity.

However, simulations can be useful!*

So, what can we do?
Vasconcelos and Zou et al 2024



We attempt to answer: 

Vasconcelos and Zou et al 2024



Q1. How can we, methodologically, gain trust in 
simulations with novel outcomes?

We attempt to answer: 

Vasconcelos and Zou et al 2024



Q1. How can we, methodologically, gain trust in 
simulations with novel outcomes?

We attempt to answer: 

Q2. How much epistemic confidence should we 
have in the results of these simulations? 

Vasconcelos and Zou et al 2024



Q1. How can we, methodologically, gain trust in 
simulations with novel outcomes?

We attempt to answer: 

Q2. How much epistemic conf


Vasconcelos and Zou et al 2024



We define “trust in a simulation” as a belief in the 
simulation’s correctness along the axes of human 

behavior that are known and relevant.

Q1. How can we, methodologically, gain trust in 
simulations with novel outcomes?

Vasconcelos and Zou et al 2024



Traditional Agent-Based Modeling

if proportion_of_similar_people_near_me < 0.4: 
move() 

else: 
stay()

if proportion_of_similar_people_near_me < 0.4: 
move() 

else: 
stay()
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Traditional Agent-Based Modeling

if proportion_of_similar_people_near_me < 0.4: 
move() 

else: 
stay()

if proportion_of_similar_people_near_me < 0.4: 
move() 

else: 
stay()

What have we learned from agent-based modeling?

Vasconcelos and Zou et al 2024



Comparing characteristics of methods

Traditional 
Agent-Based 

Modeling

Generative 
Agent-Based 

Modeling

Predictable and 
interpretable

Can capture 
latent factors

Predictable and 
interpretable

Can capture 
latent factors

Less data More data

Vasconcelos and Zou et al 2024
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Modeling

Predictable and 
interpretable

Can capture 
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Predictable and 
interpretable

Can capture 
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How can we increase confidence 
in simulation realism?

Vasconcelos and Zou et al 2024
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Because we can’t confirm or deny novel outcomes, 
we can only reject individual simulations on the 

basis of inconsistency with some standard.

How can we increase confidence 
in simulation realism?

Vasconcelos and Zou et al 2024



Because we can’t confirm or deny novel outcomes, 
we can only reject individual simulations on the 

basis of inconsistency with some standard.

How can we increase confidence 
in simulation realism?

Even if simulations pass the inspection(s), we 
still have “unknowns” that prevent our full trust 

— we can only discard bad simulations/methods.

Vasconcelos and Zou et al 2024



Local inspection

Inspired by agent-based modeling, we present a class of methods 
to establish trust in novel outcomes simulated with LLM agents by 

validating at the level of agents, rather than outcomes.

Vasconcelos and Zou et al 2024



Back to our motivating example…

Vasconcelos and Zou et al 2024



Imagine you want to study how two feed algorithms, 
engagement-based and reverse chronological, 

affect political polarization.

Experimentally Agent-based models LLM agents

Vasconcelos and Zou et al 2024



Simulation 1 Simulation 2 …. Simulation N

All Simulations

Vasconcelos and Zou et al 2024
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Simulation 1 Simulation 2 …. Simulation N

All Simulations

Local 
Inspection

Simulation 1 …. ….Simulation 2

Fails inspection (excluded) Passes inspection (included)

Vasconcelos and Zou et al 2024



Local 
Inspection

???

Vasconcelos and Zou et al 2024
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Local 
Inspection

???

Local inspections take the form of verifying 
whether relevant and known patterns of 

human behavior appear in the simulation at 
the level of agents.

Vasconcelos and Zou et al 2024



Local 
Inspection

Vasconcelos and Zou et al 2024



Local 
Inspection

Reject if gender identity determines the main outcome with no strong explanatory theory 

Vasconcelos and Zou et al 2024
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Reject if introducing highly disruptive agents does not cause changes in other agents’ behavior 
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Local 
Inspection

Reject if gender identity determines the main outcome with no strong explanatory theory 

Reject if introducing highly disruptive agents does not cause changes in other agents’ behavior 

Reject if agents exhibit poor diversity-of-thought and exhibit unnaturally repetitive behavior
Vasconcelos and Zou et al 2024



Other examples of validation checks to include:

• Ensuring that certain cognitive biases are replicated 

• Ensuring that increasing inflammatory rhetoric increases 
immediate polarization 

• Ensuring that social contagion is found 

• …

Vasconcelos and Zou et al 2024



Local inspection allows practitioners to select 
relevant mechanisms, but applies them for 
validation rather than direct incorporation.  

Ensuring the presence of these primitives can 
support trust while allowing for latent factors.

Vasconcelos and Zou et al 2024



But it’s nearly impossible to check for all behaviors!

This is when researcher’s should use their discretion. Just as when 
we run rigorous laboratory studies and check for as many 
confounding variables, we can do this with our simulations as well!

Vasconcelos and Zou et al 2024



Ultimately, the field is still figuring out how to do validation!

There are and will be many proposed methods for a “science" for 
LLM-based simulations. 

Methods have already been proposed — either explicitly or 
implicitly — such as doing global audits or using the AgentBank.
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Reliance

After running our simulations and performing validation 
checks, how do we know when something is ready to be 
trusted? And what happens if we trust it too much?



Reliance

After running our simulations and performing validation 
checks, how do we know when something is ready to be 
trusted? And what happens if we trust it too much?

This is already happening with other AI systems… a lot!



The goal: human-AI complementarity



The goal: human-AI complementarity



The goal: human-AI complementarity



But human-AI complementarity has not been realized



Well… why?



Overreliance:



Overreliance:
When people agree with an AI, even when the AI is wrong.



Overreliance:
When people agree with an AI, even when the AI is wrong.

OverrelianceAppropriate Reliance

Underreliance Appropriate Reliance

Human Decision-Maker

AI Agent Correct

Incorrect

Reject AI’s Decision Accept AI’s Decision



…this has been shown in a number of empirical studies!



…this has been shown in a number of empirical studies!

Bansal, Wu, et al. 2021 
Buçinca, et al. 2021 
Lai, Tan 2019 
Panigutti, Beretta, et al. 2022



Making it easy to verify the AI (or alternatively, 
find errors in the model), through 

explanations or other means, will reduce 
overreliance.

* and this should be true of LLM-based simulations! 
Vasconcelos et al., 2023



Reliance

Validation methods such as the one before help reduce the 
likelihood of overreliance, but prior work tells us that the 
errors need to be easy to verify! So, we still need HCI systems 
that allow us to perform whatever validation method, but to 
do so easily!

* open area!



Reliance

Validation methods such as the one before help reduce the 
likelihood of overreliance, but prior work tells us that the 
errors need to be easy to verify! So, we still need HCI systems 
that allow us to perform whatever validation method, but to 
do so easily!

But even with the validation methods, it’s still unclear how 
much epistemic confidence you should be putting into the 
results of simulations…
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Less confidence

How much epistemic 
confidence should we 
have that the outcome of 
the simulation is realistic? 
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What kinds of applications are appropriate for using 
simulated outcomes?

Requires low epistemic 
confidence

Requires high epistemic 
confidence

Alternatives 
don’t exist

Hypothesis generation 
for feed algorithm 

changes

Measuring community 
resilience to toxicity

Alternatives 
are prohibitive

Exploration prior to 
user interviews Election forecasting

Alternatives 
exist

Testing content 
moderation changes

Participatory design 
methods

Ideally, applications should 
be ones where a low level of 
confidence is sufficient and 

no alternative methods exist.



Reliance

But even with these guidelines and methods, simulations can 
still be misused and misinterpreted!



What kinds of applications are appropriate for using 
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Requires low epistemic 
confidence

Requires high epistemic 
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don’t exist

Hypothesis generation 
for feed algorithm 

changes

Measuring community 
resilience to toxicity

Alternatives 
are prohibitive

Exploration prior to 
user interviews Election forecasting

Alternatives 
exist

Testing content 
moderation changes

Participatory design 
methods

Ideally, applications should 
be ones where a low level of 
confidence is sufficient and 

no alternative methods exist.



Discourse about this very question in the 
community…



Reliance

But even with these guidelines and methods, simulations can 
still be misused and misinterpreted!



Reliance

After validation methods have been made and guidelines on 
epistemic confidence set, there is still a big risk that (1) these 
simulations are purposefully used by people in ways that 
justify unethical ends, (2) but even when trying to use 
simulations in good faith, researchers, policy makers, industry 
professionals get the wrong insights from simulations.
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Reliance

After validation methods have been made and guidelines on 
epistemic confidence set, there is still a big risk that (1) these 
simulations are purposefully used by people in ways that justify 
unethical ends, (2) but even when trying to use simulations in 
good faith, researchers, policy makers, industry 
professionals get the wrong insights from simulations.



The believability of agents poses new 
sociotechnical risks, via interpretive errors



Here are some things you can do: 

Pick the right level of abstraction 

Perturb design decisions to understand causality 

Use human cognition metaphors with purpose 

Track data provenance
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In summary…

Lots of limitations but also lots of opportunities in… 

• Modeling  

• Data 

• Inference  

• Architecture 

• Validation  

• Tools for reliance 

• Use


