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Announcement

• Next week, we have two amazing guest lecturers!!   

• Monday: Meredith Ringel Morris  
• Director and Principal Scientist for Human-AI Interaction, Google DeepMind 

• Wednesday: Serina Chang 
• Assistant Professor at UC Berkeley, EECS



10 min activity: agent voting! 



Ver. Fall 2024 

Summarizing the quarter 



1. Simulations are programs that define an environment and 
the behaviors of individuals, then output the resulting world

In games (e.g, The Sims) In movies (e.g, The Matrix) Agent-based models

T. C. Schelling, Dynamic models of segregation. Journal of Mathematical Sociology 1, 143-186 (1971).



J. S. Park, J. C. O'Brien, C. J. Cai, M. R. Morris, P. Liang, M. S. Bernstein, Generative agents: Interactive simulacra of human 
behavior, in Proceedings of the 36th Annual ACM Symposium on User Interface Software and Technology (ACM, 2023).

2. Generative AI presents a new opportunity to create 
more open-ended simulations of human behaviors



H. W. J. Rittel, M. M. Webber, Dilemmas in a general theory of planning. Policy Sciences 4, 155-169 (1973).

3. The promise of human behavioral simulation is to 
enable us to address wicked problems 

Wicked problems are 
complex, ill-defined 
social or policy 
challenges that defy 
straightforward 
solutions.



4. To build simulations, you start by understanding the 
level of analysis you want to conduct

Individuals Groups Populations 



J. S. Park, J. C. O'Brien, C. J. Cai, M. R. Morris, P. Liang, M. S. Bernstein, Generative agents: Interactive simulacra of human 
behavior, in Proceedings of the 36th Annual ACM Symposium on User Interface Software and Technology (ACM, 2023).

5. You then build the architecture of individual agents and 
their behaviors  



6. And the environment in which the agents can interact 
with one another

J. S. Park, J. C. O'Brien, C. J. Cai, M. R. Morris, P. Liang, M. S. Bernstein, Generative agents: Interactive simulacra of human behavior, in Proceedings of the 36th Annual ACM Symposium on User Interface Software and Technology (ACM, 2023). 
C. Qian, W. Liu, H. Liu, N. Chen, Y. Dang, J. Li, C. Yang, W. Chen, Y. Su, X. Cong, J. Xu, D. Li, Z. Liu, M. Sun, ChatDev: Communicative Agents for Software Development, in Proceedings of the 2024 Annual Conference of the Association for Computational Linguistics (ACL 2024). 

P. Jansen, M.-A. Côté, T. Khot, E. Bransom, B. Dalvi Mishra, B. P. Majumder, O. Tafjord, P. Clark, DISCOVERYWORLD: A Virtual Environment for Developing and Evaluating Automated Scientific Discovery Agents. Preprint (2024). 
J. Li, S. Wang, M. Zhang, W. Li, Y. Lai, X. Kang, W. Ma, Y. Liu, Agent Hospital: A Simulacrum of Hospital with Evolvable Medical Agents. Preprint (2024).



7. So far, we have evaluated the success of simulations by 
testing their believability and their ability to predict 
known phenomena   

J. Bates, The Role of Emotion in Believable Agents. Commun. ACM 37, 122-125 (1994). 
A. Ashokkumar, L. Hewitt, I. Ghezae, R. Willer, "Predicting Results of Social Science Experiments Using Large Language Models" (2024). 



8. Going forward, we ought to establish a scientific foundation 
for simulations that will allow us to trust simulations of 
unseen worlds. Agent banks might serve this purpose



9. Doing so promises to help us address new sets of social 
scientific questions that are too difficult to tackle today

Social movementConsumer behavior Urban growth Viral content

Market crashPhantom traffic jams



1. Simulations define an environment for individuals, then output their 
interactions.  

2. Generative AI presents an opportunity to create more open-ended 
simulations.  

3. The promise is to enable us to tackle wicked problems.  
4. To build simulations, you start by choosing the level of analysis you 

want to conduct.  
5. You then build the individual agents and their environment.  
6. So far, we have evaluated the success of simulations by testing their 

believability and their ability to predict known phenomena.  
7. Going forward, we should establish a scientific foundation (e.g., an 

agent bank) for simulations that will allow us to trust simulations of 
unseen worlds.  

8. Doing so promises to help us tackle wicked problems that are too 
difficult to address today.



Q: In future iterations of this course, are there topics you 
wish we had covered? 

pollev.com/helenav330



Future work. 1 ~ 32 years 



So… where is the field headed? Figuring that out is a 
wicked problem in itself, but let me speculate

(Let this serve as my pre-registration — the slides are 
posted to Github :))



Year 1. Scientific Foundation and Models of Individuals

• Currently, the field of AI agents and simulations is working to 
establish a 'scientific foundation' for simulations.  

• What are the right building blocks for simulations?  

• How can we build robust simulations, and how do we 
determine whether a simulation is flawed?  

• Different bets are being placed on what should be considered 
the right building blocks.



Year 2. Models of Interactions  

• In the next couple of years, I suspect that we will begin to more 
seriously delve into building and evaluating agent interactions.  

• These are necessary building blocks if we want to develop 
generative agent-based models that involve multiple agents.



Year 4. Merging of Tool-Based Agents  
  and Simulation Agents

• Currently, there is a subtle divergence within the 'agent' community.  

• Tool-based agents aim to automate tasks, while simulation agents 
aim to simulate and predict interactions.  

• I posit that the core ingredient for advancing tool-based agents 
(and realizing Mark Weiser’s vision) is simulations.  

• In four years’ time, both approaches will have 'matured' enough for a 
serious convergence to occur.  

• This will unlock a wave of new applications and opportunities in the 
medium term.



Year 8. Societal Simulations 

• There is a significant promise that the field of simulation is making: 
creating large, multi-agent simulations of societies to address 
wicked problems.  

• Currently, this is far out of reach, with still-weak models and no 
comprehensive models to represent the world.  

• By year eight, I suspect we will likely have the ingredients to enable 
semi-large (1 million) societal simulations.  

• If this field were to win a Nobel Prize, the prize-winning (or 
catalyzing) work, akin to Schelling’s, would likely emerge around 
this time.



Year 16. Simulation as a New Computing Platform 

• By year 16, neither AI nor simulations will be considered 'new' by any means; 
they will be facts of life.  

• This implies that the underlying technology will also have matured (with 
perhaps a few very large central models and many smaller, highly 
performant models).  

• I posit that we will find multi-agent simulations using many smaller models to 
be uniquely powerful, rather than relying on a single large model.  

• This will be especially true for scientific problems requiring diverse 
perspectives and for answering wicked problems. 

• Where a large central model will function like a CPU, simulations will play the 
role of a GPU.



Year 32. Multiverse 

• I hope that simulation will be viewed as the killer application of 
AI.  

• What is initially a 'killer application' of a platform often becomes 
a platform itself.  

• Applications built on simulation will leverage our ability to 
create countless multiverses in simulations to help us navigate 
our future.
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