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Quick housekeeping 



Announcements
Enrollment and waitlist information has been sent out! Please let 

the course staff know if you have not received it. 

Note: We have made some edits to the syllabus.  

- Assignment 1 will be released next week. 



Course assistants! 

Carolyn 

Office hr:  
Wednesday 3 - 4 pm 

Gates #360

Helena 

Office hr:  
Monday 9:30-10:30 am 

Gates #377

Staff mailing list:  

cs222-ai-
simulations@cs.stanford.edu



Ideal format: 4 ~ 5 paragraphs  

• P1: What problems are the two papers trying to tackle? We paired the 

two papers for each lecture because they offer different perspectives 

on the general problem space we are studying. 

• P2: What approach did the first paper take?  

• P23 What approach did the second paper take?  

• P4 ~ 5: Discussion — opportunities, limitations, and risks. 

Writing commentaries 



https://joonspk-research.github.io/cs222-fall24/

commentaries.html

Writing commentaries 

https://joonspk-research.github.io/cs222-fall24/commentaries.html
https://joonspk-research.github.io/cs222-fall24/commentaries.html


Welcome to Week 2 of CS222! 



So far: simulations with generative AI offer 
us a new angle to tackle wicked problems

Lecture 1: Simulations have a rich history, but now there is a new 

and exciting opportunity.  

Lecture 2: Simulations ought to tackle wicked problems.



• What are the building blocks of simulations?  

• How do we create individual agents?  

• How do we create the environment?  

• How do we establish interactions between agents?  

• How do we evaluate the agents?  

• How might we envision the language and schema for building 

simulations?

Course roadmap



Assignments
Assignment 1. Creating individual agents  

Assignment 2. Creating interactions between agents  

In class activity: AgentBank-CS222 

Final Project



Quantum unit of simulations



We defined simulations as follows: 

A program that defines an environment and the behaviors of individuals, 

then outputs the resulting world. 

Simulations are a recursive function:  
 

where  is recursively defined by the interactions of the 
environment and agents according to the rules   and behaviors .

W(t) = (SE(t), SA1(t), SA2(t), …, SAN(t))
W(t + 1)

RE B(Ai)



Q: How do we define “individual” agents? 



Some simulations offer a perspective on 
how they define an "individual" agent.

J. S. Park, J. C. O'Brien, C. J. Cai, M. R. Morris, P. Liang, M. S. Bernstein, Generative agents: Interactive simulacra of human 
behavior, in Proceedings of the 36th Annual ACM Symposium on User Interface Software and Technology (ACM, 2023).



But some simulations don’t. 

J. von Neumann, Theory of Self-Reproducing Automata, A. W. Burks, Ed. (University of 
Illinois Press, 1966).


S. Wolfram, A New Kind of Science (Wolfram Media, 2002).



Individuals are the quantum unit of simulations.



Different units of individual agents offer 
different levels of analysis

Individuals Groups Populations 



The granularity of 
simulations is often chosen 
based on practicality and 
the specific goal at hand.

SK Card, TP Moran, and A Newell. 1983. The psychology of human-computer interaction. (1983). 



What are individuals? 

• An individual is a single person who possesses 

unique qualities, traits, beliefs, and 

experiences that distinguish them from others. 

• Personality traits 

• Beliefs and values 

• Appearance 

• Behaviors and expressions



Simulations of individuals allow us to ask highly granular 
questions that uniquely apply to that one person.

For instance,   
• Would this individual like these search 

results or recommendations?  

• How would this individual react to 

experimental treatments?



P. Resnick, N. Iacovou, M. Suchak, P. Bergstrom, J. Riedl, GroupLens: an open architecture for collaborative filtering of netnews. In Proceedings 
of the 1994 ACM conference on Computer supported cooperative work (CSCW '94). ACM, New York, NY, USA, 175-186. 

Gordon, M.L., Lam, M.S., Park, J.S., Patel, K., Hancock, J.T., Hashimoto, T., & Bernstein, M.S. (2022). Jury Learning: Integrating Dissenting Voices 
into Machine Learning Models. In Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems (CHI '22). Association for 

Computing Machinery, New York, NY, USA.



What are groups? 

• Groups are aggregates of people but 

distinguish themselves by:  

• Interaction: Members of a group have 

regular contact and communication.  

• Interdependence: Members influence 

and are influenced by each other.



Simulations of groups allow us to explore how 
individuals come together to interact and exhibit 
collective behaviors.

For instance,  
• How might we resolve a conflict between 

two people?  

• Can a group of crowdworkers cooperate 

successfully?



Park, J.S., Popowski, L., Cai, C.J., Morris, M.R., Liang, P., & Bernstein, M.S. (2022). Social Simulacra: Creating 
Populated Prototypes for Social Computing Systems. In Proceedings of the 35th Annual ACM Symposium on User 

Interface Software and Technology (UIST '22). Association for Computing Machinery, New York, NY, USA. 

T. C. Schelling, Dynamic models of segregation. Journal of Mathematical Sociology 1, 143-186 (1971).



What are populations? 

• A group of individuals within a community 

or area: 

• Shared Attributes: Members of a 

population often share common 

characteristics, such as living in the same 

geographic area or belonging to the 

same species.



Simulations of populations allow us to explore how one 
population differs from others through aggregated 
statistics.

For instance, 
• Do Democrats prefer a certain policy more 

than Republicans?  

• Do older adults spend more time reading 

books than younger generations?





Models of groups focus on understanding the effect of 

interactions between the constituent individuals.  

Models of populations focus on understanding the treatment 

effect of interventions at an aggregate-level.

Different levels of simulations have different 
advantages.



Understanding the level of granularity you 
want to simulate is important to ensure that 
your simulations yield the answers you are 
looking for.



Generative agents as human 
behavioral models



At what level of analysis does the paper you read for 
today approach simulations?

L. P. Argyle et al., Out of one, many: Using language models to simulate human samples. Political Analysis 31, 
337-355 (2023).



Recent works that leverage generative AI to simulate human 
behaviors predominantly take the approach of modeling 
populations.



Why have we predominantly taken the 
approach of modeling populations?



Reason 1: More accessible evaluation — We 
evaluated these simulations by replicating 
existing studies of populations.

A. Ashokkumar, L. Hewitt, I. Ghezae, R. Willer, "Predicting Results of Social Science Experiments Using Large Language Models" (2024). 
J. J. Horton, "Large language models as simulated economic agents: What can we learn from homo silicus?" (2023). 

A. Wang, J. Morgenstern, J. P. Dickerson, "Large language models cannot replace human participants because they cannot portray identity groups" (2024). 
L. P. Argyle et al., Out of one, many: Using language models to simulate human samples. Political Analysis 31, 337-355 (2023).



Reason 2: It is unclear how we might build a 
model of an individual.

L. P. Argyle et al., Out of one, many: Using language models to simulate human samples. Political Analysis 31, 337-355 (2023).



Population-level simulations provide us with a powerful tool.



But population-level simulations ought to 
reckon with bias and stereotyping.

A. Wang, J. Morgenstern, J. P. Dickerson, "Large language models cannot replace human participants 
because they cannot portray identity groups" (2024). 

M. Cheng, T. Piccardi, D. Yang, in Proceedings of the 2023 Conference on Empirical Methods in Natural 
Language Processing (EMNLP 2023) (Association for Computational Linguistics, 2023).



How might we create models of individuals? 



We build models of individuals by providing a detailed 
description of a persona representing a person.

Park, J.S., Popowski, L., Cai, C.J., Morris, M.R., Liang, P., & Bernstein, M.S. (2022). 
Social Simulacra: Creating Populated Prototypes for Social Computing Systems. In 
Proceedings of the 35th Annual ACM Symposium on User Interface Software and 
Technology (UIST '22). Association for Computing Machinery, New York, NY, USA. 



How might we create models of groups? 



We build models of groups by providing memories to the 
models of individuals so that they can interact.

J. S. Park, J. C. O'Brien, C. J. Cai, M. R. Morris, P. Liang, M. S. Bernstein, Generative agents: Interactive simulacra of human 
behavior, in Proceedings of the 36th Annual ACM Symposium on User Interface Software and Technology (ACM, 2023).



How might we evaluate the models of 
individuals and groups?



Idea: convergence and divergence. 

Chang, S., Chaszczewicz, A., Wang, E., Josifovska, M., Pierson, E., & Leskovec, J. 
(2024). LLMs generate structurally realistic social networks but overestimate 

political homophily. arXiv preprint arXiv:2408.16629.



Bets that we place today.



In summary… 
The quantum unit of simulations—individual agents—is an 

important determinant of a simulation’s success.  

Today, many generative AI-based simulations focus on 

populations.



In summary… 
Different level of analysis offer different strengths and 

weaknesses. 

- population: not granular enough 

- individuals: too noisy 

- groups: might never be predictable 
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