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Last time… 
• Believable vs. accurate agents and simulations 

• Many wicked problems require us to build accurate simulations 
of human behavior.  

• So far, we have more commonly built and evaluated models at 
the population level.



How might we build models of 
individuals, and why?



What are models of individuals? 



What do you think of when we say "models"?

Content moderation

Robotics / self-driving

Medical diagnosis

Spam filtering



What do you think of when we say "models"?

A. Ashokkumar, L. Hewitt, I. Ghezae, R. Willer, "Predicting Results of Social Science Experiments Using Large Language Models" (2024). 
J. J. Horton, "Large language models as simulated economic agents: What can we learn from homo silicus?" (2023). 

L. P. Argyle et al., Out of one, many: Using language models to simulate human samples. Political Analysis 31, 337-355 (2023).



Observation: Today’s models of 
human behavior are often created at 
the population level.



What is a model of an individual, and why is it important?

• While models of a 
population predict the 
average behavior of a 
population, models of 
individuals predict the 
behavior of a particular 
person.  

• This opens up genuinely 
new opportunities.

T. C. Schelling, Dynamic models of segregation. J. Math. Sociol. 1, 143–186 (1971).



Building models of individuals is an 
open problem with unique challenges



Challenge 1: Training data for individuals are sparse.

• Creating an effective model 
requires a large amount of 
data.  

• Today, we gather this data 
from the web (at the 
population level).  

• However, data on individuals, 
by definition, are much more 
scarce.

J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, L. Fei-Fei, ImageNet: A large-scale hierarchical image database. IEEE Conference on Computer Vision and Pattern 
Recognition (2009), pp. 248-255.Improve



Challenge 2: Individuals are not consistent
• Individual-level behavior 

measurements/observations 
can be riddled with 
inconsistencies due to the 
inherent instability of 
individuals and measurement 
errors.  

• “Regression toward the 
mean" does not apply to 
models of individuals.

S. Ansolabehere, J. Rodden, J. M. Snyder Jr., The Strength of Issues: Using Multiple Measures to Gauge Preference Stability, Ideological Constraint, and Issue 
Voting. American Political Science Review 102, 215-232 (2008). 

I. Lundberg et al., The origins of unpredictability in life outcome prediction tasks. Proc. Natl. Acad. Sci. U.S.A. 121, e2322973121 (2024).



Past models of individuals 



General Scheme for Models of Individuals
• Create a central model that represents a population.  

• Quickly tune the components of that central model to describe 
individuals.



Collaborative Filtering/Recommender Systems

• This approach assumes that if two users agree on 
one issue, they are likely to agree on others as 
well.  

• Method: It recommends items by finding similar 
users. If User A and User B have similar tastes, 
items liked by User B that User A hasn’t 
interacted with will be recommended to User A.  

• Similarity Calculation: User similarity is typically 
calculated using metrics like Pearson 
correlation, cosine similarity, or Jaccard 
similarity based on user ratings.  

• Recommendation: For a target user, identify 
similar users and suggest items they liked that 
the target user hasn’t rated yet.

P. Resnick, N. Iacovou, M. Suchak, P. Bergstrom, J. Riedl, GroupLens: an open architecture for collaborative filtering of netnews. In Proceedings of the 1994 ACM 
Conference on Computer Supported Cooperative Work (CSCW '94), ACM, New York, NY, USA, 175-186 (1994).



Modern example: Jury Learning 
• The jury learning architecture 

models each individual 
labeler in the dataset and 
performs N trials, sampling 
labelers as jurors to form the 
specified jury composition. It 
predicts each juror’s decision 
for the example, then outputs 
a median-of-means jury 
outcome.

Mitchell Gordon, Michelle Lam, Joon Sung Park, Kayur Patel, Jeffrey Hancock, Tatsunori Hashimoto, Michael S. Bernstein. 2022. Jury Learning: Integrating 
Dissenting Voices into Machine Learning Models. Proceedings of the ACM Conference on Human Factors in Computing Systems (CHI ’22).



There are also models of human psychology 

• The Big Five personality test 
models personality based on 
grounded observation.

O. P. John, S. Srivastava, The Big Five trait taxonomy: History, measurement, and theoretical perspectives, in Handbook of Personality: Theory and Research, L. 
A. Pervin, O. P. John, Eds. (Guilford Press, ed. 2, 1999), pp. 102-138.



How can we create models of 
individuals moving forward?



Recall: General scheme for models of individuals 

• Create a central model that represents a population  

• Quickly tune the components of that central model to describe 
individuals   

• ==>  

• Idea: Use an LLM as the central model. The LLM then roleplays 
as a specific person based on given information about that 
individual.



Q. What information would most 
effectively describe a person 
holistically?



Class activity 



• Get into teams of 4.  

• Group 1. Imagine you met someone new — what would you ask them to learn 
about them in 30 minutes?  

• https://docs.google.com/spreadsheets/d/
19DJMiJlCh0Ifk0FZa7Mb4gKwGyn0n3QWZvNI62Y5mxM/edit?gid=0#gid=0 

• Group 2. What facts about you is most meaningful in describing you as a 
person? (n=25)  

• https://docs.google.com/spreadsheets/d/
1BNlIhmGfnbip1noxdcMr5bj4UjuRoHIhjptPFPLO418/edit?gid=0#gid=0 

• 10 minutes 

https://docs.google.com/spreadsheets/d/19DJMiJlCh0Ifk0FZa7Mb4gKwGyn0n3QWZvNI62Y5mxM/edit?gid=0#gid=0
https://docs.google.com/spreadsheets/d/19DJMiJlCh0Ifk0FZa7Mb4gKwGyn0n3QWZvNI62Y5mxM/edit?gid=0#gid=0
https://docs.google.com/spreadsheets/d/1BNlIhmGfnbip1noxdcMr5bj4UjuRoHIhjptPFPLO418/edit?gid=0#gid=0
https://docs.google.com/spreadsheets/d/1BNlIhmGfnbip1noxdcMr5bj4UjuRoHIhjptPFPLO418/edit?gid=0#gid=0
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